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Abstract

Much of policy and governance for AI can be divided into three broad categories. There are 
“soft law” mechanisms, such as ethics frameworks and guidelines. There are calls for and 
efforts toward creating new regulations or “hard law” targeted at the unique capabilities 
and risks posed by AI. And there are those who argue that we should make better use of 
existing law and policy. All of these pathways generally share a goal of reining in AI and/or 
the corporations and governments that use it, so that the benefits of these technologies are 
not captured by a few private interests at the expense of risks and harms borne by the 
public. This is a reasonable goal. However, almost all of these paths, for their many 
differences, rest upon a single assumption and method, that, because of its popularity and 
pervasiveness, has become a “fatal flaw” of AI governance, and even of governance broadly. 
This assumption will be discussed, along with several ways in which the assumption is 
countered by facts identified in various literatures. The gap in governance methods will be 
identified and a short framework will be offered as a model to help to fill this gap.
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